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ABOUT ME

- Senior Deep Learning Data Scientist  @ NVIDIA - Supporting 
delivery of AI / Deep Learning solutions

- Focusing on large scale/distributed training and efficient 
inference

- Expertise in Natural Language Processing

Adam Grzywaczewski – adamg@nvidia.com



DRAMATIC INCREASE IN MODEL SIZES
The Trend Continues
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Transformers: 275x / 2yrs

All AI Models: 25x / 2yrs

Moore’s Law: 2x / 2yrs

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-
generative-language-model

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model
https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model


Why?



THE SCALING LAWS
Performance of neural networks increases with model/dataset size

Hestness, J., Narang, S., Ardalani, N., Diamos, G., Jun, H., Kianinejad, H., ... & Zhou, Y. (2017). Deep Learning Scaling is Predictable, Empirically. 
arXiv:1712.00409.

Exponential 
increase



EMPIRICAL EVIDENCE
The Scaling Laws in NLP

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



EMPIRICAL EVIDENCE
The Scaling Laws for Generative models

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



The Scaling Laws in Speech

Droppo, Jasha, and Oguz Elibol. Scaling Laws for Acoustic Models. arXiv preprint arXiv:2106.09488 (2021).

EMPIRICAL EVIDENCE



EMPIRICAL EVIDENCE
The Scaling Laws in Computer Vision

Zhai, Xiaohua, et al. Scaling vision transformers. arXiv preprint arXiv:2106.04560 (2021).



Beyond accuracy



ARE LARGE LANGUAGE MODELS WORTH IT?
The cost of incremental improvement

Are we building those 
models only for the 
small incremental 

improvement in their 
performance?

Is it worth all the 
engineering and 
computational 
investment?

10,000x Increase
Tom Henighan, Jared Kaplan, Mor Katz, Mark Chen, Christopher Hesse, Jacob Jackson, Heewoo Jun, Tom B. Brown, Prafulla Dhariwal, Scott Gray, Chris Hallacy, Benjamin Mann, Alec 
Radford, Aditya Ramesh, Nick Ryder, Daniel M. Ziegler, John Schulman, Dario Amodei, Sam McCandlish. Scaling Laws for Autoregressive Generative Modeling.2020



FEW SHOT LEARNING
Learning from far fewer examples

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., ... & Agarwal, S. (2020). Language models are few-shot learners. arXiv preprint arXiv:2005.14165..



FINETUNED LANGUAGE MODELS ARE ZERO SHOT LEARNERS
Exceptional zero shot learning capability

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C., Mishkin, P., ... & Lowe, R. (2022). Training language models to follow instructions with human feedback. Advances in Neural 
Information Processing Systems, 35, 27730-27744.



GPT-4 and its applications



Unbelievable Rate of Progress
Major shift in capabilities



Beyond Incremental Improvement to NLP
Exceptional zero shot learning capability





80% of U.S. workforce…
10% of their work tasks affected

With access to an LLM…
47% and 56% of all work tasks could 

be completed significantly faster



Impact



What does it mean for the 
industry?



Obvious applications



Changing Competitive Landscape 
55.8% faster than the control group 

Peng, S., Kalliamvakou, E., Cihon, P., & Demirer, M. (2023). The impact of ai on developer productivity: Evidence from github copilot. arXiv preprint arXiv:2302.06590.
Sébastien B et all (2023). Sparks of Artificial General Intelligence: Early experiments with GPT-4. arXiv:2303.12712

I write 50 lines of code per day I write 100-1000 lines of code per day
 + unit tests + comments + documentation

+



Changing Competitive Landscape 
Across countless disciplines



Changing Competitive Landscape 
Across countless disciplines



Changing Competitive Landscape 
Reducing barrier to programming

https://dataliteracy.com/code-interpreter-for-chatgpt/



Changing Competitive Landscape 
Reducing barrier to programming

https://github.com/KillianLucas/open-interpreter



Changing the way we search

I asked the search engine: write a programming code that takes a letter and creates a shape of a tree

GooglePhind Chat GPT -OpenAI



Beyond the obvious



Beyond the Obvious
We can only see the first wave of business models affected



Transforming Impossible into Feasible
Future of books / reports



Transforming Impossible into Feasible
Democratizing access to education



Not just language



WHAT IS GENERATIVE AI?



BIOLOGY
Nucleotide transformer



CHEMISTRY / DRUG DISCOVERY
MegaMolBart



MATERIAL SCIENCE
Already changing related disciplines



Time series data



BEYOND SPEECH
Foundation for a range of timeseries problems

”Voicebox is a non-autoregressive flow-matching model trained to infill speech, given audio 
context and text, trained on over 50K hours of speech that are neither filtered nor enhanced.”



BEYOND SPEECH
Taking the learnings to other disciplines



Obviously images



GENERATIVE MODELS
We understood how to design those for quite some time

20
14

THE NUCLEUS

Period of early success lays the 
foundation for the future of 
generative models.

20
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GAN EXPLOSION

Success of Generative 
Adversarial Networks pushes the 
boundary of what is possible.

STABILITY AND 
SCALE
Working towards stable training 
of larger and more capable 
models.

FIDELITY

Successs in generation of higher 
fidelity content

REALISM

Incremental improvements 
increasing the realism of the 
generated content.

DIVERSITY AND 
CONTROL
Models that not only generate 
high fidelity but also diverse 
content that can be controlled by 
the user.

20
20



EVEN MORE DIVERSITY AND CONTROL
Blurring the line between digitally created art and reality



EASE OF USE
Critical mass



ANY FORM OF DESIGN
From Interior decoration to… Architecture

Furniture and interior 
decoration

Fashion Architecture

New York Times: A.I.-Generated Art Is Already Transforming Creative Work
https://www.nytimes.com/2022/10/21/technology/ai-generated-art-jobs-dall-e-2.html

https://www.nytimes.com/2022/10/21/technology/ai-generated-art-jobs-dall-e-2.html


ANY FORM OF DESIGN
…to Automotive and more

Automotive Game development

Biology / Chemistry / Material 
Science / Scientific Visualization 

/ ???



ROBOTICS
Planning and Imagination



SIMULATION



PHYSICS



Other Modalities



EMPIRICAL EVIDENCE
The Scaling Laws for Generative models

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



Multimodal architectures



This is just the first wave
Rise of multimodal architectures



Simplicity of multimodal architectures
LLAVA example



This is just the first wave
Rise of multimodal architectures



Large Language Models are 
Large



LLAMA 2 TRAINING TIME
Hypothetical Training Time on single NVIDIA A100 GPUs

Single GPU

24 years +



LLAMA 2 TRAINING TIME
Training Time on NVIDIA A100 GPUs

DiRAC: Tursa

157 days



GOING BIGGER
The challenge

Consider 1 billion parameters model in FP16 and do the math: 

• Data representation: Weights and Gradients in FP16

• Adam optimizer: Store 12 bytes per weight in FP16

10^9 * ( 2B + 2B + 12B) = 14.90GB

12 bytes per optimizer state
2 bytes per gradient2 bytes per weight

1 billion parameters



DEALING WITH MEMORY CONSTRAINTS
Various Forms of Parallelism

Da
ta

 P
ar

al
le

lis
m

 1
Da

ta
 P

ar
al

le
lis

m
 2

https://github.com/NVIDIA/Megatron-LM/

https://github.com/NVIDIA/Megatron-LM/


Whole platform approach



cuNumeric CV-CUDA cuQuantum Parabricks Sionna JetPack

RAPIDS Spark cuDNN cuGraph TensorRT Triton DeepStream Flare

DOCA Mag IO Aerial

AI APPLICATION
FRAMEWORK

3 CHIPS

CLOUD-TO-EDGE
DATACENTER-TO-ROBOTIC SYSTEMS

ACCELERATION
LIBRARIES

DPUCPUGPU

DGX HGX EGX OVX AGXRTX Super 
POD

NVIDIA 
HPC

NVIDIA 
AI

NVIDIA 
Omniverse

PLATFORMS



Today focusing on infrastructure



Lessons from the NVIDIA AI Journey
Industry-leading expertise gained from our most important endeavors

• Designing for predictable 
performance at scale

• Operations/Infrastructure 
manageability & support

• AI workflow management / data 
science productivity



Going across the stack



Of course the GPU



Announcing NVIDIA Blackwell
The Engine of the New Industrial Revolution

DECOMPRESSION ENGINE
800 GB/s

2nd GEN TRANSFORMER ENGINE
FP4/FP6 Tensor Core

AI SUPERCHIP
208B Transistors

5th GENERATION NVLINK
Scales to 576 GPUs

RAS ENGINE
100% In-System

Self-Test

SECURE AI
Full Performance
Encryption & TEE

Built to Democratize Trillion-Parameter AI

20 PetaFLOPS  of AI performance on a single GPU

4X Training | 30X Inference | 25X Energy Efficiency & TCO

Expanding AI Datacenter Scale to beyond100K GPUs



New Class of AI Superchip
The Two Largest Dies Possible—Unified as One GPU

10 PetaFLOPS FP8  |  20 PetaFLOPS FP4
192GB HBM3e  |  8 TB/sec HBM Bandwidth  |  1.8TB/s NVLink

2 reticle-limited dies operate as One Unified CUDA GPU

NV-HBI 10TB/s High Bandwidth Interface

Full performance. No compromises

Reticle-sized Die 2

Fast Memory
192GB 

HBM3e

Reticle-sized Die 1



2nd Generation Transformer Engine
Accelerating Throughput with Intelligent 4-Bit Precision

Statistics

Adaptive 
Range Enabling FP4 AI Inference

2x Compute

2x Bandwidth

2x Model Size

X 
S1

X 
S2

X 
S3

X 
S4

Blackwell
Micro-Tensor

Scaling

Transformer Engine



LLAMA 2 training time
Hypothetical Training Time on single NVIDIA A100 GPUs

Single GPU

24 years +



Adapting to even larger neural networks



NVIDIA Grace CPU

High Performance Power Efficient Cores
72 flagship Arm Neoverse V2 Cores with 

SVE2 4x128b SIMD per core

Fast On-Chip Fabric
3.2 TB/s of bisection bandwidth connects 

CPU cores, NVLink-C2C, memory, and system IO

High-Bandwidth Low-Power Memory
Up to 480 GB of data center enhanced LPDDR5X Memory that 

delivers up to 500 GB/s of memory bandwidth

Coherent Chip-to-Chip Connections
NVLink-C2C with 900 GB/s bandwidth for coherent 

connection to CPU or GPU

Industry Leading Performance Per Watt
Up to 2X perf / W over today’s leading servers

Building Block of the Superchip

NVIDIA Grace CPU



NVLINK-C2C
High Speed Chip to Chip Interconnect

• Creates Grace Hopper and Grace Superchips

• Removes the typical cross-socket bottlenecks

• Up to 900GB/s of raw bidirectional BW

• Same BW as GPU to GPU NVLINK on Hopper

• Low power interface - 1.3 pJ/bit

• More than 5x more power efficient than PCIe

• Enables coherency for both Grace and Grace 

Hopper superchips

GRACE
CPU

N
V

LI
N

K
 C

2C
90

0 
G

B
/s

CPU LPDDR5X

CPU LPDDR5X

≤ 512 GB/s 



NVIDIA Grace for Cloud, AI and HPC Infrastructure

Accelerated applications where CPU performance and 
system memory size and bandwidth are critical; tightly 

coupled CPU & GPU for flagship AI & HPC. Most 
versatile compute platform for scale out.

GH200 Grace Hopper Superchip
Large Scale AI & HPC

CPU-based applications where absolute performance, 
energy efficiency, and data center density matter, such 
as scientific computing, data analytics, enterprise and 

hyperscale computing applications

Grace CPU Superchip
CPU Computing





LLAMA 2 training time
Hypothetical Training Time on single NVIDIA A100 GPUs

Single GPU

24 years +



Beyond a single GPU



NVIDIA DGX H100: The Proven 
Choice for Enterprise AI

• 8x NVIDIA H100 GPUs With 640 Gigabytes of Total GPU 
Memory 
• 18x NVIDIA NVLink connections per GPU, 900 gigabytes per 

second of bidirectional GPU-to-GPU bandwidth
• 24 TB/s memory bandwidth

• 4x NVIDIA NVSwitches
• 7.2 terabytes per second of bidirectional GPU-to-GPU bandwidth, 

1.5X more than previous generation

• 10x NVIDIA ConnectX-7 400 Gigabits-Per-Second Network 
Interface
• 1 terabyte per second of peak bidirectional network bandwidth

•Dual 56-core 4th Gen Intel® Xeon® Scalable Processors 
and 2 TB System Memory
• Powerful CPUs and massive system memory for the most 

intensive AI jobs

• 30 Terabytes NVMe SSD 
• High speed storage for maximum performance

• 32 petaFLOPS AI performance

The gold standard for AI infrastructure



• Next generation DGX system with 8X NVIDIA      
Blackwell GPUs

• 1.4TB of GPU memory, enabling training of large 
generative AI models

• Purpose-built, unified platform for every workload from 
training, to fine-tuning, to inference

• Delivers 3X AI training and 15X AI inference performance 
as previous generation (DGX H100)

• Latest Blackwell architecture in a scalable, air-cooled 
design

DGX B200

DGX B200
The foundation of the modern AI data center



Announcing Fifth Generation NVLink and NVLink Switch Chip
Efficient Scaling for Trillion Parameter Models

7.2 TB/s Full all-to-all Bidirectional Bandwidth

Sharp v4 plus FP8

3.6 TF In-Network Compute

Expanding NVLink up to 576 GPU NVLink Domain

18X Faster than Today’s Multi-Node Interconnect



SERVER DESIGN
Facilitating for Various Forms of Parallelism



LLAMA 2 TRAINING TIME
Hypothetical Training Time on single NVIDIA A100 GPUs

Single GPU

24 years +



Beyond a single server



Powering Your AI Journey End-to-End
Delivering incremental value for your DGX data center, as your needs grow

DGX Systems
powers every step 
in your AI journey

Day One
your 1

st
DGX systems

Scaled Infrastructure
DGX BasePOD

AI CoE
DGX SuperPOD

Base Command 
capabilities that 
help you grow 
your AI platform

• NVIDIA AI Enterprise:
• Pre-trained models, optimized frameworks
• Accelerate data prep tasks
• Customize/fine-tune pre-trained models
• Optimize/accelerate inference

• Kubernetes or Slurm scheduling
• Add/manage DGX within your existing compute infrastructure (cloud, non-GPU)
• Run Jupyter notebooks
• Cloud-based private registry
• Accelerate storage & network IO
• Fully optimized OS stack
• DGX-Ready Software for AI workflow management and MLOps (Optional)

Continuous roadmap of innovative features delivered to customers

DGX Cloud - The Cloud-First Way to Get Access to Your Own DGX AI Supercomputer    



84

DGX SUPERPOD

• 140 DGX A100 nodes (1,120 GPUs) in a GPU POD
• 1st tier fast storage - DDN AI400x with Lustre
• Mellanox HDR 200Gb/s InfiniBand - Full Fat-tree
• Network optimized for AI and HPC

DGX A100 Nodes
• 2x AMD 7742 EPYC CPUs + 8x A100 GPUs
• NVLINK 3.0 Fully Connected Switch
• 8 Compute + 2 Storage HDR IB Ports

A Fast Interconnect
• Modular IB Fat-tree
• Separate network for Compute vs Storage
• Adaptive routing and SharpV2 support for offload

Modular Architecture

Distributed Core Switches

1K GPU POD

Spine Switches

Leaf Switches

Storage…
…

GPU
POD

Distributed Core Switches

Storage Spine Switches

Storage Leaf Switches

DGX A100
#140

DGX A100
#1



85

DGX SUPERPOD

POD to POD
• Modular IB Fat-tree or DragonFly+

• Core IB Switches Distributed Between PODs
• Direct connect POD to POD

Distributed Core Switches

1K GPU POD

Spine Switches

Leaf Switches

Storage…
…

GPU
POD

GPU
POD

GPU
POD

GPU
POD

Distributed Core Switches

Storage Spine Switches

Storage Leaf Switches

DGX A100
#140

DGX A100
#1

Extensible Architecture



The New GPU



Announcing GB200 NVL72
Delivers New Unit of Compute

36 GRACE CPUs
72 BLACKWELL GPUs
Fully Connected NVLink 
Switch Rack

GB200 NVL72

Training FP8 720 PFLOPs
Inference FP4 1,440 PFLOPs
NVL Model Size 27T params
Multi-Node All-to-All 130 TB/s
Multi-Node All-Reduce 260 TB/s



GB200 NVL72 Compute and Interconnect Nodes
Building Blocks for the GB200 NVL72 Rack

GB200 SUPERCHIP COMPUTE TRAY

2x GB200
80 PETAFLOPS  FP4 AI INFERENCE
40 PETAFLOPS FP8 AI TRAINING
1728 GB FAST MEMORY
1U Liquid Cooled
18 Per Rack

NVLINK SWITCH TRAY

2x NVLINK SWITCH CHIP
14.4 TB/s Total Bandwidth
SHARPv4 FP64/32/16/8
1U Liquid Cooled
9 Per Rack

GB200 SUPERCHIP

40 PETAFLOPS  FP4 AI INFERENCE
20 PETAFLOPS FP8 AI TRAINING
864GB FAST MEMORY

BLACKWELL

NVLINK C2C 



GB200 NVL72 Enabling Trillion Parameter AI
30x Realtime Inference Mixture of Experts Inference, 25X Improved Energy Efficiency

Projected performance subject to change
Token-to-token latency (TTL) = 50 milliseconds (ms) real time 
GPT-3 175B: First token latency (FTL) 2s; input sequence length = 2,048, output sequence length = 128,  4 HGX H100 air-cooled 400GB IB Network vs 2 GB200 

1X

6X

30X

H100 GB200 GB200

GPT-3 
175B 

Params

GPT
Mixture of Experts 

1.8T Params

30X
Higher 

Throughput

25X
Lower 
TCO

25X
 Energy 

Efficiency



Blackwell for Every Generative AI Use Case
Delivering the New Era of Performance for Every Data Center

GB200 NVL72
Compute for Trillion Parameter Scale AI
Maximum Performance and Lowest TCO

HGX B200
Best Performance and TCO for HGX Platform

HGX B100
Drop-in Upgrade for Existing Hopper Infrastructure



Blackwell Ecosystem
Coming Later 2024

GB200 NVL72

HGX B200 HGX B100Spectrum-X800 Quantum-X800



I do not care about training! 
What about inference?



A Modular Reference Architecture for Accelerated Computing

GPU CPU DPU

Accelerated Computing

NVIDIA MGX

$1T Global Datacenter Infrastructure transitioning to accelerated computing and generative AI 

Gen AI
Inference

LLM 
Training

Scientific
Computing 

Enterprise
Gen AI

Cloud
Video & Graphics

EDA
SDA

CADD
Edge AIData

Processing

Time-to-Market Multi-Gen Compatibility Open and Flexible 



2U X86 Mainstream Server

2U  |  x86  |  4 L40  |  BF-3  |  2 CX-7  |  6 PCIE

2U Grace Mainstream Server

2U  |  Grace  |  4 L40  |  BF-3  |  2 CX-7  |  6 PCIE

Grace Cloud Gaming Server

2U  |  Grace  |  10 L4  |  BF-3  |  11 PCIE

Hopper NVL Inference Server

4U  |  x86  |  8  H100 NVL  |  2  BF-3  |  10 PCIE

Grace-Hopper Aerial Server

1U  |  Grace-Hopper  |  2 BF-3  |  4 PCIE

Grace-Hopper Aerial Server Short Depth

2U 450mm  |  Grace-Hopper  |  BF-3  |  CX-7 

Grace-Hopper Liquid-Cooled Server for HPC

1U  |  2 Grace-Hopper  |  2 BF-3  |  4 PCIE

MGX – Modular Reference Designs - To Enable Large Number of Configurations

Dense General-Purpose Grace CPU Server

1U  |  2 Grace  |  2 BF-3 |  4 PCIE  

Grace Hopper Server

2U  |  Grace-Hopper  |  BF-3  |   CX-7  |  6 PCIE

New! 

NVLink Dual GH200 system

144 Core Grace CPU  |  8 PFLOPS Hopper GPU
288 GB HBM3e  |   10 TB/s



ABOUT ME
Adam Grzywaczewski – adamg@nvidia.com


